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Goal of the MOC Peer Review

The scope of this Peer Review is similar to a CDR.  The MOC 
design is at CDR-level of maturity. The review describes 
plans and schedules for implementing, testing, and managing 
the GLAST Mission Operations Center (MOC).

Present the MOC requirements

Identify open items, issues and external dependencies 

To obtain independent feedback and validation of the MOC 
design and operations plans.

Provide preliminary insight into plans for achieving 
operations readiness

Feedback from this review will be incorporated into the MOC 
development plans/design and presented at the Ground 
System Design Review in August ’04.
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GLAST MOC DESIGN PEER REVIEW PANEL

Review panel is comprised of experienced ground system 
development and operations experts

Pat Crouse 

David Tracewell
– Representatives from the Code 300 Ground System Review 

Panel 

Mike Rackley

Cindi Adams

Steve Tompkins

Tim Rykowski

Dan Mandl

Steve Coyle
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Logistics

Review panel will document any concerns or actions via 
Request For Action (RFA) forms

The RFA will be given to MOC Lead at the conclusion of this 
review. 

Our responses will be reviewed by the Ground 
System/Operations Manager, and approved by the RFA 
generator. 
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Road From MOC Design Peer Review  
MOC Design Peer Review held December 15, 2003
– Presented:

• Mission & Ground System Overview, Operations Concept
• Requirements, Preliminary Design, Trade Study plans
• Development & Test Approach, CM/QA
• Flight Operations Overview

– MOC received 10 RFA’s; All 10 RFA’s closed, with concurrence 
of originators
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MOC Design Peer Review RFA’s
 
RFA 
Number 

Title Orignator Status Addressed in 
Section/Slide 

MOC_01 Model attitude for orbit 
prediction 

David 
Tracewell 

CLOSED – sent 1/30, originator 
concurred. 
Board Approved 

Section 5-69 

MOC _02 Clarify scheduling 
timeline, ensure 
consistency with SN 

Steve 
Tompkins 

CLOSED – sent to originator 1/29; 
Originator concurred.  Board Approved 

Section 3-21 

MOC_03 Clarify where FSW-
MOC interface 
documented 

Dan Mandl CLOSED – sent to originator 1/27 
Board Approved 

Section 5-55 

MOC_04 Process to handle 
contingency procedures

Dan Mandl CLOSED – sent to originator 1/27 
Board Approved 

Sect. 3-32, Sect. 
8-143 

MOC_05 Clarify requirements for 
processing and 
accessing offline data 

Mike Rackley CLOSED – sent to originator 1/27, 
originator concurred.  Board Approved 

Section 4-41 

MOC_06 Notify SN when AR 
occurs 

Pat Crouse CLOSED – sent to originator 1/27; 
originator concurred.  Board Approved 

Section 3-22 

MOC_07 Implement TDRSS 
interface at Spectrum 

Steve Coyle CLOSED – sent to originator 1/27; 
Originator concurred.  Board Approved 

Raised to GPO 

MOC_08 Ensure DAS scheduling 
consistent with planning 
cycle 

Tim Rykowski CLOSED – sent to originator 1/27; 
Originator concurred.  Board Approved 

Section 3-26 

MOC_09 Address ITOS 
compliance with 2810.1

Tim Rykowski CLOSED – sent to originator, 
concurred. 
Board Approved 

Section 7-129 

MOC_10 Define s/c needs for 
TDRSS ephemeris 

Pat Crouse CLOSED – sent to originator 1/27; 
originator concurred.  Board Approved 

Not covered in 
review, See RFA
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George Sauble
Goldbelt Orca

Section 2
Road from Design Peer Review
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Outline

MOC Organization

Program Management

Accomplishments since MOC Design Peer Review

Changes since MOC Design Peer Review
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MOC Organization
GS & Ops Mgr
Ken Lehtonen

GS & Ops Mgr
Ken Lehtonen

MOC Lead
Dennis Small
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John Nagy
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Software Development
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Program Management

Early requirements and design efforts performed by Omitron 
under their GSA contract

Goldbelt Orca and Omitron teamed to provide MOC 
development and flight operations support
– Goldbelt Orca management and financial/administration support 

in place

– May 2004, Goldbelt Orca received their “Authorization to 
Proceed” letter from GSFC allowing both companies to initiate 
work while contractual issues resolved

– Goldbelt Orca received “GLAST MOC negotiations” letter from 
GSFC in July, 2004
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Accomplishments Since Design Peer Review
Significant Progress on GS & MOC Documentation 
– Ground System Requirements Document  - review, inputs
– MOC Functional & Performance Requirements Document (Baseline)

• Includes traceability to GSRD

– MOC Development Plan (Baseline review version submitted)
– Ops Data Products ICD ( Baseline review version submitted)
– Procedure/PROC Style Guide (Baseline review version submitted)
– DB & Mnemonic Naming Convention Document (Baseline review 

version submitted)
– MOC Design Specification Document (2nd Draft)
– MOC CM Plan (Baseline review version submitted)
– MOC Test Plan (draft)
Closed all RFAs from MOC Design Peer Review
Performed trade studies, finalized selection of MOC components
Defined MOC Network, Hardware and Software Design
Refined software component designs
Selected hardware
Began Setup of Development Lab
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Changes since Design Peer Review

Ken Lehtonen selected to replace Mike Rackley as Ground 
System/Operations Manager
Spacecraft RF Design Change: Ku-band TDRSS science downlink 
replaces X-band GN downlink
– Major design implications, now integrated into baseline

• Front-end required at WSC, new interface to MOC (GFEP)

• Attitude-dependent TDRSS scheduling required

LAT instrument data rate increase by 4X
– Network bandwidth and data storage adjusted, latencies understood
– Onboard recorder storage increased to 160Gb

Backup Ground Station selected: USN in, Wallops & Merritt Island
out
– USN’s South Point, Hawaii and Dongara, Australia stations

Refined Timeline Monitoring concept
– Simplified to report actual target observing timeline only
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John Nagy

Section 3
Operations Concept Overview
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Outline
Operations Overview
– Mission Planning and Command Generation

– Space Network Scheduling

– Real-time Telemetry

– Target of Opportunity Handling

– Burst Alert Handling

– Solid State Recorder Management

Data Processing

Off-Line Analysis

Automation

Contingency Operations
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Operations Overview
MOC/FOT provides “front-line” support for spacecraft and 
instrument health and safety and performance monitoring/trending
All commanding done from the MOC telemetry and command 
system
Space Network (TDRS, WSC, DAS, SWSI) – primary communications 
path for operations

– 40 Mbps Ku-band science downlink
Universal Space Network ground station support for backup or 
contingency commanding and S-band Housekeeping data dumps

– South Point, Hawaii and Dongara, Australia
– 2.5 Mbps housekeeping downlink, no science data downlink

LAT and GBM detect Gamma-Ray Bursts and immediately generate 
Burst Alerts that are sent to the ground via the continuously 
available SN/TDRSS Demand Access Service (DAS)
On-board orbit determination automated using GPS receivers
Majority of science and mission operations are pre-planned and 
executed from stored command loads which were created at the 
MOC
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Operations Overview: Week in the Life
Nominal MOC Operations Highly Automated (approach based on Swift, 
IMAGE, MAP, SMEX, etc. heritage)

– Single 8x5 Staffed Shift post L&EO period (On-call FOT outside normal 8x5 shift)
– 7-8 scheduled passes per day with TDRSS Ku-band service
– Manual Activities (FOT)

• Mission Activity Planning and Scheduling, SN and GN (as backup) Scheduling, Real-Time 
commanding, Telemetry Monitoring, Spacecraft and Instrument FSW Loading, MOC Maintenance 
(PDB, Software, or Hardware)

– Automated Activities (Software, Scripts)
• Off-Shift Pass execution, Data Processing, Telemetry Monitoring, Data Archiving, Trending, Event 

Logging, Alarm Recognition, Automated Personnel Notification

SundayTuesday Wednesday Thursday Friday SaturdayMonday

8AM

5PM

On-Call - Mission 
Planning and 
Scheduling

- R/T command 
opportunity

- Uplink new 
ATS

- L0 processing
- Data trending

- L0 processing
- Data trending

- L0 processing
- Data trending

- L0 processing
- Data trending

- L0 processing
- Data trending

- L0 processing
- Data trending

- R/T command 
opportunity

- R/T command 
opportunity

- R/T command 
opportunity

- R/T command 
opportunity
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Mission Planning and Command Generation
GSSC is central collection point and coordinator for 
science planning and scheduling, providing an integrated 
science timeline to the MOC weekly

Nominal path always goes from the IOCs to the GSSC 
and then to the MOC, backup path from the IOC to the 
MOC for test support and use during L&EO

MOC merges the integrated science timeline received 
from GSSC with spacecraft commands such as TDRSS 
contact schedule, SSR control commands, ephemeris 
updates, etc. to create the weekly ATS load

GSSC also forwards instrument FSW tables provided by 
the IOCs to the MOC for uplink

LISOC

GIOC

GSSC MOC

WSC

ToO orders

Timelines, cmds,
FSW loads

Contingency 
activities

ToO cmds,  
FSW loads, 
ATS loads

Timeline inputs, cmds, FSW loads

Timeline inputs, cmds, FSW loads

Cmds, FSW loads

Ground 
Stations

Cmds, FSW loads
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Space Network Scheduling
Observatory commanding

– MOC receives file uploads, r/t commanding activities, and integrated science 
timeline from GSSC
• Science conflicts resolved by the GSSC prior to delivery
• MOC checks for engineering constraint violations 

– File uploads and r/t commanding activities uploaded whenever necessary
– ATS loads created and uploaded weekly from integrated science timeline
Pass scheduling

– Ku-band antenna configuration and spacecraft attitude limit TDRS contact to 6-10 
minutes per contact
• Minimum of 52 mins. per day to downlink 24 hrs. of science and housekeeping
• Current best estimate is 75+ opportunities for passes each day with TDRSS

– Ku-band antenna TDRSS contacts are dependent upon spacecraft attitude
• MOC extracts attitude information from the integrated science timeline
• Create a week long predicted attitude file modeling the s/c motion during the science plan
• MOC tools read predicted attitude and predict  all GLAST to TDRSS views using antenna mask, 

predicted orbit ephemeris, and TDRSS ephemeredes
• MOC scheduling tools filter the TDRSS view periods choosing the best passes based on pass 

length, length between passes, number of minutes per day of downlink
• MOC analysts review the schedule for completeness and schedules the 7 to 8 passes per day 

with SWSI
• IOCs and GSSC notified of the scheduled TDRSS supports

RFA: MOC_02
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Space Network Scheduling
TDRSS schedule impacts

– Last minute changes to the integrated science timeline received from 
GSSC 

– Target of Opportunities (ToO) are high priority requests from the GSSC
• Cause deviation from the scheduled plan
• ToO frequency is expected 1 per month

– Autonomous Repoints (AR) are an automated spacecraft response to 
significant gamma ray bursts

• Cause unscheduled observatory repointing
• Expected to occur about 1/week and last 5 hrs (TBD)
• Have a high probability of impacting a previously scheduled TDRSS pass
• MOC will notify the SN if an AR caused a scheduled TDRSS support to be missed

Scheduling options
– Several real-time command opportunities for uplinks during MOC staffed 

periods
– Extra “contingency” downlink minutes scheduled daily to compensate 

for missed passes, should they occur.  Data will be recovered over a 
series of supports following the AR or ToO

– If necessary the MOC will use the TDRSS Unscheduled Time (TUT) for 
additional uplink and downlink opportunities

RFA: MOC_06
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Real-Time Telemetry
Ku-band Front-end at WSC forwards selected Virtual Channels (VC’s) to MOC 
in real-time (frame data)

– Observatory HK telemetry, Burst Alerts, Safe-mode telemetry, and Memory Dumps
– All VC’s stored at station and forwarded to MOC post-contact

MOC performs traditional real-time processing on telemetry
– Extract packets, decommutate and display HK data, generate/display event 

messages and alarms, perform command verification

MOC will forward instrument packets in real-time to the LAT ISOC to assist in 
instrument monitoring

– IOC’s can call up MOC ITOS displays via the MOC ITOS Web server

Autonomous downlink of burst alerts or safe-mode telemetry using Space 
Network Demand Access System

Mission 
Operations 

Center

LAT ISOC

BAP/GCN

Real-Time 
Telemetry
(frames)

Burst Alerts

RT Observatory HK Telemetry

ITOS Displays
GBM IOC Burst Alerts

ITOS Displays
GFEP

GN

SN
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Upon receiving authorization to proceed with the ToO, the GSSC 
constructs the ToO Order and forwards to the MOC

– GSSC checks for constraint violations, occultation, availability, etc.
– Approved ToO Order is sent to the MOC

MOC recognizes ToO Order and notifies appropriate FOT personnel 
for action

– FOT processes ToO Order
– Works with SN to schedule a forward link via TDRSS
– MOC transmits the ToO commands to the spacecraft as soon as the SN 

forward link is available
– Observatory autonomously returns to on-board observing schedule at 

completion of the ToO

Target of Opportunity Handling



Section 3-25GLAST MOC Detailed Design Peer Review  - July 21, 2004

Target of Opportunity Handling

GSSC

ToO Commands,
HK Telemetry

ToO 
Request

ToO
Page Alert

MOC

TDRS
ToO Command(s)

SN 
Scheduling 

(SWSI)

SN MAF 
Scheduling 

Coordination

HK Telemetry 

ToO 
OrderProject 

Scientist

Flight Ops Team

FOT staffs 
MOC

White Sands 
Complex

Proj Sci 
approves the 
ToO request

Spacecraft
receives ToO 
Command(s)

T0 T3 
+ 6 hrs max

T0 -> T1  GSSC generates ToO order (<1 hour)

T1 -> T2  FOT activities (<4 hours)

• FOT staffs the MOC (if ToO occurs Off-Shift)

• scheduling SN resources

• ToO activity/command preparation

T2 -> T3  FOT supports SN contact,

spacecraft receives ToO command(s) (<1 hour)

T1 T2
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Spacecraft initiates link with TDRSS/DAS, and sends Burst Alert 
packets as received from instruments

– Burst Alerts go through the Ku-band link if GLAST is in a Ku-band 
contact 

– Burst Alerts go through S-band link if GLAST is in a ground station 
contact 

– If the GRB warrants, LAT requests spacecraft to slew to the target 
(referred to as an Autonomous Repoint)

SN forwards messages to MOC, which pulls out Burst Alert packets
and forwards to:

– Burst Alert Processor (BAP) located at the GSSC and in the GIOC
– BAP processes the messages from both instruments and creates 

Gamma-Ray Coordinates Network (GCN) Notices
– BAP and GIOC forward the GCN notices to the science community via 

Gamma-Ray Coordinates Network
Burst Alerts are sent to a single location i.e. the MOC

– Burst Alerts received by multiple locations (SN and GN)
– Prefer to centralize Burst Alert frame processing

Burst Alert Handling

RFA: MOC_08
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T3

T2

Burst Alert Handling (cont.)

GBM IOC
(b/u BAP)

Burst Alerts
(frames)

MOC

White Sands Complex

TDRS

GCN

DAS:  Burst Alerts 
(1 kbps)

GCN notices

GSSC

BAP

GN link 
(if in a contact)

Burst Alerts
(packets)

Burst Alerts
(packets)

Ground Stations
USN

Inst. sends 
Burst Alert
on 1553 Bus

GCN Notices 
arrive at GCN

T3 
+7 sec.

T0 -> T1 Inst. To Spacecraft 
transmission <1 second.

T1 -> T2 Space-ground link 
transmission <5 seconds.

T2 -> T3 Ground system to GCN 
transmission <1 second.

T0
0 sec.

T1 T2

Spacecraft transmits to 
either TDRSS or Ground 

station

GCN notices

T0, T1
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Two distinct types of on-board data stored in recorder:  Science and 
Housekeeping

– Stored in two separate partitions (i.e., two virtual recorders)
– Dumped separately, but simultaneously on the 40Mbps Ku-band link

SSR holds 160 Gbits (~34 hours) of data
At 40 Mbps, require a minimum of 6-7 contacts per day (avg 8 minutes 
per contact) to ensure adequate downlink time

– Operations will plan for 7-8 contacts to account for anomalies or missed 
supports due to Autonomous Repoints

MOC will initiate SSR playbacks via automated ground commands
During all contacts, MOC automatically monitors RF-related statistics 
and SSR pointers in Housekeeping telemetry

– FOT notified for problems detected that require operator interaction
MOC makes assessment of data completeness once frame files 
received from the SN or ground stations

– Again, operators notified if significant problems detected

Solid State Recorder Management
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Level 0 processing performed on a dump file basis
– Ku-band GFEP records frame-level data during each TDRSS contact, 

sorts by VCID, and automatically transfers to MOC post-contact
– MOC automatically begins Level-0 processing on files as they are 

received from the SN or ground station
• Extraction of packets from frames, Reed-Solomon (RS) decoding, time ordering of 

data, removal of duplicate packets, and quality and accounting information.

• Upon completion of Level 0 processing the files are sent to the LISOC, GIOC, and 
GSSC

– IOC’s generate Level 1 and 2 data products and provide to GSSC

Data Processing

Mission 
Operations 

Center

GLAST
Science 
Support 
Center

GBM 
Instrument 
Ops Center

LAT 
Instrument 
Ops Center

VC Files

Level 0 FilesLevel 0 Files

Level 0 Files

Level 1,2 Level 1,2

36 hrs 12 hrs 24 hrs

72 hour data latency

GS IOC
5 4 3

MOCSSR L1 
Products
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Data Trending and Analysis System (DTAS)
– GOTS tool in use with several GSFC missions

– Selected spacecraft and instrument housekeeping parameters are 
ingested into the DTAS database server

– Provides off-line trending, analysis, and plotting capabilities 

– Provides remote access to users such as FOT, Spectrum Astro, or IOC 
personnel

As-Flown Timeline
– GLAST has the ability to autonomously deviate from the pre-planned 

science timeline for Auto-Repoint targets and ToOs

– MOC generates an As-Flown Timeline based on what observatory 
actually does on orbit using the observatory housekeeping telemetry

– Intended to be a high level record of the actual observatory observations 
used by both IOCs and GSSC

– Contents defined in the Operations Data Products ICD

Off-line Analysis



Section 3-31GLAST MOC Detailed Design Peer Review  - July 21, 2004

Automation
The automated profile of the GLAST mission and MOC staffing 
profile make it necessary to employ notification and alert software 
during non-staffed hours

– Automated pass plan execution
• Monitor real-time telemetry from observatory

• Alarm Recognition, Configuration monitoring

• Event Logging

– Data processing
• Playback SSR telemetry from observatory

• Alarm Recognition, Configuration monitoring

• Event Logging

• Data Archiving

• Level 0 Processing

• Trending

– Automated personnel notification 
• Alert definition, alert filters, event logs

• Team member profiles, notification lists
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Contingency Operations
Ground System Anomalies
– Built in process monitoring and fail over procedures

Observatory Anomalies
– On-board telemetry monitoring senses known anomalous 

conditions and either alerts the ground through telemetry and/or
initiates a RTS to safe the instruments and/or spacecraft

Contingency procedures developed to recover from 
anomalous conditions
– Identified by the Systems, Subsystem, Instrument, and Flight 

Ops teams
– Consist of Flow Charts, Procedures, PROCs, and notification 

lists
– Observatory recovery procedures written by Spectrum Astro and 

captured in the On-orbit Operations Descriptions Manual
– Ground recovery procedures written by the FOT and captured in 

the Flight Operations Manual

RFA: MOC_04
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Jonathan DeGumbia

Section 4
MOC Requirements
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Outline

MOC Requirements Flow

MOC Requirements History

Changes since Preliminary Peer Review

Requirements Statistics

MOC Key Requirements

Summary



Section 4-35GLAST MOC Detailed Design Peer Review  - July 21, 2004

MOC Requirements Flow

The MOC Functional & Performance Requirements Document 
represents a 4th level of the GLAST project requirement hierarchy

GLAST 
Science 

Requirements 
Document

Mission 
Systems 

Specification

Ground 
System 

Requirements 
Document

Interface 
Control 

Documents

MOC 
Functional & 
Performance 
Requirements 

Document

Interface 
Control 

Documents
Interface 
Control 

Documents
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MOC Requirements History

MOC requirements development initiated immediately following the
completion of the GSRD baseline.
Requirements document reviewed internally within MOC 
development team.
Draft version of requirements document distributed to ground 
system team on November 13, 2003.
Document has undergone internal reviews with the ground systems 
team
Updated draft distributed on June 25, 2004.
Prior to being baselined the document will be updated as mandated 
by changes in GSRD, ICDs, or agreements with interfacing elements.
After being baselined the requirements document will be maintained 
through the Ground System CCB.  

– When deficiencies are found in the MOC requirements
– When changes affecting MOC requirements are made to the GSRD.
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Changes Since DPR

X-band to Ku-band

Added the GFEP

Added USN, Removed Wallops

LIOC became LISOC

Changes to timeline monitoring concept

Changes to the Mission Planning requirements to reflect an 
improved understanding of the GNC steering algorithms

ATS and RTS buffers can not have more than 8 simultaneous 
commands 

LAT 4x Data increase
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Requirements Statistics

740

219

214

184

123

# Requirements 
@ DDR

734

220

214

183

117

# Requirements 
@ PDR

Total

3.4Monitoring & Analysis

3.3Telemetry & Command Processing

3.2Mission Planning and Scheduling

3.1MOC Configuration and Architecture

Section 
NumberFunctional Area



Section 4-39GLAST MOC Detailed Design Peer Review  - July 21, 2004

MOC Key Requirements
3.1 MOC Configuration and Architecture

Furnish MOC facility with equipment necessary to control GLAST 
observatory
Provide redundancy for all MOC functions and data

– Manual failover to backup systems for components supporting real-time operations 
within 1 minute 

– Manual failover to backup systems of components supporting non-real-time 
operations within 30 minutes 

– Restore backup capabilities within 12 hours
Provide capability to support single 8x5 staffed shift and operate 
autonomously whenever not staffed

– Automated pass execution (including SSR dumping)
– Automated Level 0 data processing and posting
– Automated telemetry monitoring 
– Automated monitoring of ground systems and interfaces
– Automated alarm detection and notification of on-call personnel for Observatory 

and ground system anomalies
Provide a reliability of 99.98% for launch critical functions
Allow maintainability with no loss of performance for life of mission 
Comply with NPG 2810.1 Information Technology (IT) security requirements
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MOC Key Requirements (cont.)
3.2 Mission Planning & Scheduling

Routine
– Receive science timeline from GSSC once per week

– Determine possible TDRS view periods
• Model the observatory attitude based on the science timeline

• Model antenna pointing capabilities and masking

• Account for observatory and antenna slew times

– Combine and deconflict science and engineering needs of the observatory to create 
the Integrated Observatory Timeline

– Schedule SN & USN resources for RF comm with Observatory so as not to impact 
science data gathering

– Generate orbit products for planning tools and for SN/GN acquisition

– Build stored command loads (ATS & RTS loads) based on Integrated Observatory 
Timeline within 2 hours

Non-routine
– Re-schedule in response to Autonomous Repoints as necessary

– Receive FSW loads from Spacecraft Bus Team & IOCs, schedule uplink

– Receive Instrument command requests from GSSC/IOCs, schedule uplink

– Receive ToO orders from the GSSC, schedule and execute uplink within 4 hours.
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MOC Key Requirements (cont.)
3.3 Telemetry & Command Processing

Provide sole interface between ground system elements and space-
ground comm links

– Interface with TDRSS DAS & WDISC, ground stations
Generate and uplink all commands to the Observatory

– R/T commands, ATS & RTS loads, tables, FSW loads
– Verify commands against constraints prior to uplink
– Support CCSDS compliant commands, COP-1 verification protocol 

Receive, process and archive Observatory telemetry
– Support CCSDS compliant telemetry
– Receive R/T telemetry from ground stations and TDRSS
– Receive recorded telemetry from ground stations post-pass
– Archive all CCSDS frames for life of mission 
– Decommutate and process housekeeping telemetry
– Provide R/T telemetry displays for local and remote users
– Monitor spacecraft & instrument housekeeping TLM for health & safety 

then notify appropriate personnel as necessary.
– Receive and process S/C & instrument onboard processor memory 

dump data

RFA: MOC_05
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MOC Key Requirements (cont.)

3.3 Telemetry & Command Processing (cont.)

Science Data Processing
– Generate Level 0 telemetry data sets

• Packet files created following each pass

• Level 0 packet files are time-ordered, duplicate removed on a per pass 
basis

• Archive level 0 data sets for minimum of 7 days

– Provide GSSC and IOCs access to Level 0 files within 4 hours of 
receipt from ground stations

– Process Level 0 files 

– Generate telemetry frame quality statistics & log missing frames

– Schedule re-dumps of science data as necessary
• The MOC must not contribute a data loss of more than 1% of total data 

volume. 
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MOC Key Requirements (cont.)
3.3 Telemetry & Command Processing (cont.)

Alert Handling
– Burst Alerts 

• Receive burst alert telemetry

• Forward alert telemetry to BAP and to the GIOC (initiate within .5 seconds)

• Log Burst Alerts

– Autonomous Re-points 
• Receive indication of Autonomous Re-points

• Notify science ops and FOT personnel 

• Re-plan observatory schedule and passes as necessary

• Log Autonomous re-points & note in As-flown Timeline

– Observatory alarm messages
• Receive indication of observatory alarm message

• Log alarm message

• Page FOT personnel within 5 minutes

• Notify science personnel 
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MOC Key Requirements (cont.)

3.4 Monitoring & Analysis
Monitor ground system processes, page on-call personnel as 
appropriate
– Internal MOC processes
– External ground system elements (as available)

Display pages & graphs of real-time and playback HK 
telemetry
Provide limit and configuration monitoring of HK telemetry
Provide event message logging and delogging
Generate As-flown Timeline from stored HK data 
– Provide as-flown timeline to GSSC covering a 24-hour period 

within 7 days

Provide automated alarm detection, page/email on-call 
personnel as appropriate



Section 4-45GLAST MOC Detailed Design Peer Review  - July 21, 2004

MOC Key Requirements (cont.)

3.4 Monitoring & Analysis (cont.)

Provide memory mapping & maintenance capabilities
– Maintain a copy of uploaded images for life of mission

– Provide ability to dump and compare uploaded images

– Provide dumped images to software maintenance teams

Provide capability to perform trending & analysis of housekeeping 
data

Provide web access for remote users to telemetry, trending data & 
other MOC products

– Timelines, contact schedules, command logs, event logs, ephemeris 
data, anomaly reports, etc

Support sustaining engineering of observatory & ground system
– Maintain MOC facility systems: hardware & software

– Maintain CM of TLM & CMD database, PROCs, display pages, 
configuration monitors, MOC documentation, etc.
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MOC Requirements Summary

A complete set of requirements has been developed and 
reviewed

Requirements completely define the needs for the GLAST 
MOC

Requirements are in line with the GSRD requirements

Requirements are fully mature and stable
– No major changes recently

– Only small changes expected from this point forward

Ready to guide system design & testing
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Section 5
MOC System Design

Eric Martin

Marilyn Mix

Dustin Aldridge
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Outline

MOC System Design
– Ground System Architecture Overview Eric Martin

– MOC External Interfaces

– Functional Architecture

– Trade Studies

– MOC Software Design Marilyn Mix
• Software Functional Architecture                

• Software Process Diagrams

• Software Component Summary

– Network & Hardware Architecture Dustin Aldridge

– Operational Data Flows
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Ground System Architecture

USN
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MOC External Interfaces (1 of 4)

SN SWSI/DSMC
– Schedules SN services and provides performance data (DAS & WDISC) 

via web interface

SN WDISC
– Provides communication services through TDRSS
– Real-time commanding and low-rate telemetry on scheduled basis

SN DAS
– Real-time return link low-rate housekeeping and alert telemetry from 

TDRSS
– DAS All mode

GFEP
– Real-time housekeeping and alert telemetry from TDRSS
– Post-pass telemetry file transfer
– GFEP status and heartbeat messages
– MOC sets GFEP configuration
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MOC External Interfaces (2 of 4)

Backup Ground Stations
– Provide backup commanding and telemetry
– USN: Hawaii and Australia

Burst Alert Processor (BAP)
– MOC forwards Burst Alert packets

GLAST Science Support Center (GSSC)
– Provides ToO orders, science activity timelines and loads to MOC
– MOC provides predicted orbit products, schedules, and timelines for 

observation planning and scheduling 
– MOC provides Level 0 products for processing into higher level science 

products

Flight Dynamics
– Early mission phase:  Flight Dynamics Facility (FDF) provides orbit 

determination based on TDRSS tracking data
– Remainder of mission: For contingency, NORAD Two Line Element (TLE) 

sets provided by the NASA Orbital Information Group (OIG) web site
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MOC External Interfaces (3 of 4)

LAT Instrument and Science Operations Center (ISOC)
– Stanford Linear Accelerator Center (SLAC), Palo Alto, CA
– ISOC provides science activity timelines and FSW loads via GSSC or directly to the 

MOC
– MOC provides real-time and engineering telemetry
– MOC provides memory and table dump data for analysis and troubleshooting

GBM Instrument Operations Center (GIOC)
– University of Alabama-Huntsville, AL
– GIOC provides science activity timelines and FSW loads via GSSC or directly to the 

MOC
– MOC provides burst alert packets and engineering telemetry
– MOC provides memory and table dump data for analysis and troubleshooting

Spacecraft Maintenance Facility
– Spectrum Astro, Gilbert, AZ (soon to be part of General Dynamics)

– Spectrum Astro provides FSW loads and database updates 
– MOC provides engineering telemetry, memory and table dump data for analysis and 

troubleshooting
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MOC External Interfaces (4 of 4)

Integration and Test Facility (Pre-Launch)
– Spectrum Astro, Gilbert, AZ

– Spectrum Astro provides real-time telemetry (spacecraft or simulator)

– MOC provides real-time commands and loads

Kennedy Space Center (KSC)
– MOC provides real-time commands and loads

– MOC receives real-time telemetry

MOC Users
– Authorized users including Flight Operations Team (FOT), S/C vendor, 

science and instrument teams

– View real-time telemetry data and events and access stored telemetry 
data

– Perform mission scheduling activities and commanding
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External Interfaces
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External Interface Documentation

TBDGLAST Front End Processor (GFEP) to Mission 
Operations Center (MOC) Interface Control Document

MOC to GFEP

TBDGLAST Spacecraft to MOC Interface Control 
Document

MOC to KSC

MOC to I&T

TBDGLAST MOC User GuideMOC to MOC Users

TBD

492-MOC-009

GLAST Spacecraft to MOC Interface Control 
Document 

Operations Data Product ICD

MOC to S/C Vendor Facility

492-MOC-009Operations Data Products ICDMOC to GSSC, GIOC, ISOC, BAP

452-UG-SWSISN SWSI Client User’s GuideMOC to SWSI

453-ICD-DAS/CustomerICD Between the DAS and the DAS CustomersMOC to TDRSS DAS

492-FDF-TBDInterface Control Document Between the FDF and the 
GLAST MOC

MOC to FDF

492-MOC-010GLAST MOC to Backup Ground Station Interface 
Control Document 

MOC to Backup Ground Station

451-ICD-NCCDS/MOC

452-WDISC-UG 98

Interface Control Document Between the Network 
Control Center Data System and the Mission 
Operations Centers 

WSC Transmission Control Protocol (TCP)/Internet 
Protocol (IP) Data Interface Service Capability 
(WDISC) User’s Guide

MOC to TDRSS WDISC

Reference NumberDocument TitleInterface

RFA: 
MOC_03



Section 5-56GLAST MOC Detailed Design Peer Review  - July 21, 2004

Trade Studies –
GMSEC Architecture Assessment

Activities
– Evaluated GMSEC compliant components

• Paging/Monitoring
– ANSR/CAT  : 2-Way Paging Unavailable ; No Web Interface

– Komodo      : 2-Way Paging Unavailable; No Web Interface

• Trending
– TAPS, ITPS : Higher cost, lower performance and lower reuse.

• Event Monitoring and Archiving (GREAT – GMSEC Reusable Events Analysis Toolkit)
– Constructed GMSEC Testbed on Red Hat Linux 7.3

– ICS SWB & SmartSockets SWB

– GREAT Event Analyzer & Event Archiver using MySQL

– Executed example code as well as developed custom apps for simulation.

Contributions
– Bug reporting and general operational feedback
– Authored papers:

• GMSEC API & ICS Installation Instructions for Red Hat Linux 7.3 

• Installation of TIBCO SmartSockets & Running the RTserver

• GMSEC Evaluation Status Report
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Trade Studies –
GMSEC Architecture Assessment

Conclusions
– GMSEC architecture and its associated components have great 

potential

– Lack of maturity imposes unnecessary risk to GLAST mission
• Detailed documentation for installation, configuration and execution

• No performance metrics available

• Stronger support infrastructure needed

– Will continue to monitor GMSEC as it matures for future 
integration

– Will provide inputs to GMSEC FY05 task planning
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Trade Studies –
Contingency MOC

Project has expressed a need for a contingency MOC
Contingency MOC would maintain mission capabilities until 
the primary MOC is restored
Perform trade study to assess functionality and location
– Functionality

• Clone of Primary MOC hardware and software (full mission capabilities)

• Reduced set of MOC hardware and software (basic mission health and 
safety needs) 

– Location
• Access for Flight Operations Team

– To maintain HW and SW and enables quick response

• Network infrastructure

• Security

Goldbelt Orca/Omitron tasked to provide cost estimates to 
implement each option

or
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Trade Studies (1 of 2)

2-way paging, web interface, cost, 
support, next generation SERS

Reference:
GLAST MOC Paging and Event Monitoring

FASAT• SERS
• ANSR/CAT
• Komodo
• FASAT

Paging
System

Performance, configuration, cost, future 
support.

Reference:
Trade Study for the GLAST Trending System

DTAS• ITPS
• TAPS
• DTAS

Trending
System

Well known technology, used in the Swift 
MOC 

Reference:
GMSEC Evaluation Status Report

File Based• Message Based (GMSEC)
• Hybrid (GMSEC/File 

Based)
• File Based (Legacy Swift)

Architecture

Better web, file system, and compilation 
performance.

Ref.:  http://www.osnews.com/story.php?news_id=4867

Red Hat Linux Enterprise• Sun Solaris x86
• Red Hat Linux Enterprise

Operating
System

Best value on a price per performance 
basis.

Reference: http://vegan.net/tony/SPARCvx86.pdf

Intel X86• Intel X86
• SPARC

Platform

ReasonSelectionCandidatesArea
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Trade Studies (2 of 2)

Most secure, easy to install, maintain 
& troubleshoot

Reference:
GLAST MOC Secure File Transfer Product Selection

FASTCopy• DTS
• FASTCopy

File
Transfer
Utilities

Reuse of HST CCS server, will use 
Java Swing, view & filter real 
time events & post processing 
events.

Reference:
GLAST Event Logging Architecture Trade Study Document
Event Logging Evaluation Status Report

Custom Event Analyzer• GMSEC GREAT
• HST CCS Event Viewer
• Custom Event Analyzer

Event
Analysis

Reliability, cost, performance, 
advanced message filtering.

Reference:
GLAST Event Logging Architecture Trade Study Document
Event Logging Evaluation Status Report

Syslog-ng• GMSEC Event Archiver
• Syslog
• Syslog-ng

Event
Archiving

Intuitive UI, state can be reset, 
automatic date/time update. 

Reference:
Anomaly Reporting System Evaluation Document

TrackGear• TrackStudio
• TrackGear

Anomaly 
Tracking

Better derivation of attitude, allows for 
rocking sky survey mode, built in 
yaw steering capability

Reference:
GLAST MOC Flight Dynamics System Trade-Off Study

Satellite Tool Kit• Free Flyer
• Satellite Tool Kit

Flight 
Dynamics

ReasonSelectionCandidatesArea
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MOC Software Design

Philosophy
– Automate

• One shift, standard work week, small staff

• Routine operations (e.g., contacts, Level-0 processing, file distribution)

– Reliable
• Assess system state through monitoring and logging activity

• Goal: software that will not crash

– Flexible
• Parameters change over mission lifetime (e.g., thresholds, hostnames)

• User configurable vs. coded in software 

– Reuse well-tested design and components
• Swift MOC Design

• Build versus Buy

• COTS and GOTS software
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Software Architecture
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MOC Subsystem Descriptions (1 of 3)

Mission Planning and Scheduling
– Responsible for producing a planned set of spacecraft 

commands needed to perform science observations and 
spacecraft housekeeping.

• SN and Back-up GS Contact Scheduling

• Orbit Determination & Orbital Events Generation

• Observatory Timeline & Stored Command Load Generation

Real-Time Telemetry and Command Processing
– Responsible for the receipt, processing, distribution of real-time 

telemetry and transmitting commands to the spacecraft
• Automated Pass Plan Execution

• Command Uplink & Verification

• Telemetry Downlink, Processing, Display & Distribution

• Limit Checking & Configuration Monitoring

• System Event Generation
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MOC Subsystem Descriptions (2 of 3)

Mission Monitoring and Off-Line Processing
– Responsible for the processing of playback telemetry, collecting

and logging telemetry statistics and the archiving of MOC files.
• Monitor Events for Anomalous Conditions

• Automatic Notification to On-call Personnel for Emergencies

• Generate As-flown Timeline 

• Level 0 Processing, Archive & Distribution

• Data Accountability & Quality Statistics

Trending & Analysis
– Responsible for the trending and analysis of downlinked 

telemetry data for the evaluation of spacecraft and instrument 
health and safety.

• Generate trend data, accumulated over life of mission

• Generate plots, reports, statistics on selected telemetry data
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MOC Subsystem Descriptions (3 of 3)

Web and Remote Access
– Responsible for providing the primary point of access for 

outgoing data and information from the MOC to external users.
• Remote ITOS displays

• Remote Trending (DTAS) access

• Anomaly Reports

• MOC Web Site
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Mission Planning and Scheduling
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Flight Dynamics System Data Flow
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MP&S Subsystem 
Software Components

Satellite Tool Kit (STK)
– COTS
– STK/Professional (STK/PRO), STK/Attitude, STK/OD modules for orbit 

propagation and analysis
– STK/Connect module to control/communicate with STK modules
– Creates ephemerides, TDRSS and GS view period and orbit event files 

STK Automation Software 
– Reuse from Swift with significant modification 
– Controls STK operation

• Initiates ephemeris generation

• Initiates orbital  products generation

– Extracts S/C GPS orbit data from telemetry (new for GLAST)
– Passes S/C position data to STK, and to the public Web Server 
– As a backup, retrieves the new NORAD Two Line Element (TLE) sets

from the NASA Orbital Information Group (OIG) web site
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MP&S Subsystem 
Software Components

Attitude-Dependent TDRSS Scheduling
– New software

– Uses planned observation list to create a predicted attitude file

– Uses STK to produce GLAST to TDRSS view reports, based on 
the predicted attitude file, a spacecraft antenna mask defined in 
STK, and the predicted orbit ephemeris for GLAST and TDRSS

– Uses STK/Scheduler to select optimum contact periods

– Produces contact requests file for ingest by SWSI Client  

RFA: 
MOC_01
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MP&S Subsystem 
Software Components

Contact Schedule Muxer
– Reuse from Swift with modifications

– Creates the Integrated Contact Schedule

– Combines multiple schedule formats into consistent time-
ordered format in a single file

• WDISC contact schedule

• DAS handover schedule 

• Ground station contact schedule
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MP&S Subsystem 
Software Components

Science Interface Processor
– New software

– Handles file transfer interface with GSSC and IOCs

– Input
• Stores received files into appropriate MOC directories

• Performs necessary conversions and reformatting

• Processes auxiliary file keywords

• Notifies FOT of file arrival

– Output
• Creates auxiliary file with necessary keywords

• Performs necessary conversions and reformatting

• Initiates and monitors file transfer
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MP&S Subsystem 
Software Components

Mission Planning System (MPS)
– Reused GOTS, with modifications

– Generates stored command loads (ATS and RTS) 

– Produces the Integrated Observatory Timeline

– Merges science commands with engineering commands into a 
load plan

– Supports alternate loads per planning period

– Maintains a stored command memory map for ATS and RTS 
tables

– Stores named sets of commands for reuse (activity macros)

– User configurable
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Mission Planning System Data Flow
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Real-Time Telemetry & Command
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DAS Real-Time TLM Data Flow
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Real-Time Telemetry & Command 
Subsystem Software Components

DAS Automation Monitoring and Control (AMAC)
– Controls all aspects of real-time telemetry processing for the 

TDRSS Demand Access System (DAS) service.

– Based on Swift software, with mission-specific modifications

– Initiates a copy of ITOS to process data from DAS.

– Uses the Integrated Contact Schedule to determine the kind of 
processing to perform (e.g., handover)

– Processes ITOS Event Logs
• Generates statistical reports for display by ITOS or web interface

• Erroneous conditions reported to FASAT for paging

– SWSI alert logs
• Selected SWSI alerts routed to paging/notification system



Section 5-77GLAST MOC Detailed Design Peer Review  - July 21, 2004

Real-Time Telemetry & Command 
Subsystem Software Components

Integrated Test and Operations System (ITOS)
– Controls the spacecraft and spacecraft components as well as the

receipt and processing of telemetry data
– GOTS, maintained by GSFC Code 584
– Controlled manually or by AMAC 
– Reads ITOS STOL Procs to control:

• Telemetry acquisition
• Sending of spacecraft real-time commands
• Display of telemetry pages

– Sorts by time and removes any duplicate real-time frames.  Sorts frame 
statistics and status packets for each VC

– Relays frames to ITOS executing on the Web and Remote Access 
Subsystem

– Sends Burst Alert packets to BAP
– Archives real-time and alert telemetry frame files
– Decommutates telemetry packets
– Relays the ITOS event logs to the FASAT for alert processing
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Real-Time Telemetry & Command 
Subsystem Software Components

Real-Time Event Delogger
– Generates custom reports from ITOS event logs

– Reuse from Swift

– Creates automated reports from the ITOS event logs
• Limit violations report

• Configuration violations report

• Real-time command report

– Archives the ITOS event logs to the MOC file server
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Real-Time CMD & TLM Data Flow
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Real-Time Telemetry & Command 
Subsystem Software Components

Real-Time Automation Monitoring and Control (AMAC)
– Controls all aspects of real-time telemetry processing for the 

scheduled TDRSS contacts (GFEP or WDISC)

– Based on Swift software, with mission-specific modifications

– Starts a copy of ITOS according to the contact schedule
• Initiates the appropriate STOL PROC

– Processes ITOS Event Logs
• Generates statistical reports for display by ITOS and web interface

• Erroneous conditions reported to FASAT  for paging

– Creates and processes the Scheduled Contact Task List
• Based on the contact schedule, and edited by user as necessary.

• Updates contact status for display by ITOS and web interface



Section 5-81GLAST MOC Detailed Design Peer Review  - July 21, 2004

Mission Monitoring & Off-Line Processing
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Mission Monitoring and Off-Line 
Processing Software Components

ITOS
– GOTS
– Playback of CCSDS telemetry frame files for all virtual channels
– Packet extraction to Level 0 data sets
– Decommutation of telemetry for limit checking, configuration 

monitoring, and sequential print generation for trending and timeline 
processing 

– Generation of event logs

FASAT (Fast Access Situational Awareness Toolkit)
– GOTS
– Receives anomaly messages from all MOC components
– Parses event logs for anomalies 
– Notifies appropriate personnel using two-way paging, email
– Provides access to ITOS logs
– Configurable alert definitions, filters, notification lists, escalation
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Mission Monitoring and Off-Line 
Processing Software Components

Timeline Monitor
– Based on Swift software, extensive modification.

– Uses telemetry to determine pointing coordinates and modes.

– Creates preliminary as-flown timeline 

Frame Accounting Software
– Reuse from Swift

– Determines and reports frame quality statistics for each frames 
file

– Determines gaps in frames and logs those gaps to the Missing 
Frame Database
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Mission Monitoring and Off-Line 
Processing Software Components

Event Delogger
– Reuse from Swift

– Generates limit violation, configuration violation and real-time 
command reports from the ITOS event log

– Forwards the ITOS event log to the fileserver for archiving

Science Interface Processor
– New software

– Transfers files to GSSC, GIOC, and ISOC

– Adds necessary headers or auxiliary files

Data Archiver
– COTS

– Compress and archives MOC products to off-line media
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Mission Monitoring and Off-Line 
Processing Software Components

Off-line Automation Monitoring and Control (AMAC)
– Based on Swift software, moderate modification

– Automates control of off-line telemetry processing

– Determines if telemetry files are available for processing

– Starts ITOS and issues the Off-line AMAC ITOS Processing STOL Proc
• controls the ITOS processing of a frame file

• distributes sequential print files to DTAS

– Monitors ITOS event log for processing completion and anomalies

– Upon completion of housekeeping frame processing, starts and 
monitors the Timeline Monitor

– Starts Frame Accounting Software

– Initiates Science Interface Processor to transfer Level-0 files to GSSC 
and IOCs

– Sends anomaly messages to FASAT
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Trending and Analysis
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Trending and Analysis Subsystem 
Software Components

DTAS (Data Trending and Analysis System) Software
– GSFC GOTS package

– Automated ingest of telemetry data and generation of trend data

– Graphical and numeric plotting

– Statistical analysis 

– Data export (e.g., to Microsoft Excel for subsequent analysis)

– View, print, and save reports to a file

– Remote data access via Internet

Local DTAS Clients installed on user workstation 
(downloadable from MOC Web Server)

Web-based DTAS Client (limited to single-mnemonic plots)
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Web & Remote Access



Section 5-89GLAST MOC Detailed Design Peer Review  - July 21, 2004

Web & Remote Access Subsystem
Software Components

Integrated Test and Operations System (ITOS)
– GOTS

– Executes on the open server (i.e., outside the MOC closed 
subnet)

– Receives and processes real-time telemetry frames from the 
Prime R/T ITOS

– Performs frame sorting and decommutation in order to populate 
the Current Value Table (CVT) in the ITOS DB

– Services the streaming of data from the CVT to the ITOS Java 
client executing at remote locations
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Web & Remote Access Subsystem
Software Components

Open Web Server
– Servicing of GLAST user requests via a web interface

• Apache server

• HTML web pages

• CGI scripts for filtering

– Documentation

– MOC Products
• ITOS Reports and Event Logs

• Flight Dynamics Products

• Timelines and Contact Schedules

• Telemetry Statistics

• Level 0 Products



Section 5-91GLAST MOC Detailed Design Peer Review  - July 21, 2004

MOC Software Components
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MOC Software Components Summary

NewEvent & Archive Viewer

NewMOC Product Web Page and access scripts

Open-sourceApache – Web Server

SMEX, SwiftGSFCITOS- Integrated Test and Operations SystemWeb and Remote 
Access

SMEX, SwiftGSFCDTAS – Data Trending and Analysis SystemTrending and Analysis

SwiftGSFCFrame Accounting

NewTimeline Monitor

USAFGSFCFASAT -Fast Access Situational Awareness Toolkit

SMEX, SwiftGSFCITOS - Integrated Test and Operations SystemMission Monitoring and 
Off-line Processing

Swift (w/ mod)GSFCAMAC (DAS, Real-time)

SwiftGSFCEvent Delogger

SMEX, SwiftGSFCITOS- Integrated Test and Operations SystemReal-Time Telemetry 
and Command

NewScience Interface Processor

NewTDRSS Scheduling (attitude-dependent)

Swift (w/ mod)GSFCSTK Automation

Swift (w/ mod)GSFCContact Schedule Muxer

SwiftGSFCSWSI Client

GSFC, NORADAGISTK – Satellite Tool Kit

TRACE, WIRE, SwiftGSFCMPS – Mission Planning SystemMission Planning and 
Scheduling 

WFF(SAFS), MSFCSoftLinkFASTCopy

HSTHST CCSJava Event Server

FreewareSyslog-ngUtilities

HERITAGESOURCESOFTWARESUBSYSTEM 
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Software Size Estimate

11Event & Archive Viewers

21Realtime_AMAC

198.523.2TOTAL

46.524.2w/o MPS

8.50.5Libraries

33Timeline_Monitor

55TDRSS_Scheduling

0.50.2Web_Content_Dispatcher

11Web_Access

3.50.5Task_Schedule_Editor

62STK_Automation

55Science_IF_Processor

2.50.5Offline_AMAC

1521MPS

3.5 Frame_Accounting

0.5Event_Delogger

0.5Contact_Schedule_Request

20.5Contact_Schedule_Muxer

21DAS_AMAC

Final Size (KLOC)New/Modified (KLOC)Component

KLOC – 1000 
lines of code
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Hardware and Network Architecture

Security
– GLAST MOC specific security plan 
– Will follow accepted NASA procedures as defined in NASA Procedural 

Requirements (NPR) 2810.1
– Will follow Internet Protocol Operational Network Access Protection 

Policy and Requirements 290-004 document required for all IONet users.
– Strict access control

• Firewalls with deny-based filtering, VPN, user accounts

– Isolated subnets for real-time and remote access functions
– Regular vulnerability scanning

Redundancy
– Linux workstation based tasks such as ITOS real-time and off-line 

operations and Mission Planning performed interchangeably on any of 
the MOC Linux workstations. 

– Paging, DTAS, and Flight Dynamics utilize fully redundant Prime/Backup 
Microsoft Windows workstations.
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GLAST Communications Architecture
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MOC Network
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Real-Time Command, Telemetry and  
Product Data Flow
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Off-Line Telemetry Data Flow 
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Mission Planning Data Flow 
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Backup Slides
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Ground System Architecture
Space Network (TDRS, WSC, DAS, WDISC, SWSI) – primary communications 
path for operations

– Provides schedulable MA and SSA service (WDISC) for commanding and 
telemetry, including ToO support, housekeeping, flight software updates 

– Provides continuous MA Demand Access service (DAS) for Burst Alerts 
and Safe Mode telemetry

– Provides 40 Mbps Ku-band return service for the downlink of the science 
and housekeeping data

– GLAST provided Ku-band front ends at WSC store and forward recorded 
frame files

Ground stations for backup or contingency commanding and S-band 
Housekeeping data dumps

– Universal Space Network (Commercial)

– Perform RS-decoding, report statistics to MOC, sorts data by virtual 
channel, and time stamps data at the frame level

• 2.5 Mbps S-band:  Real-time telemetry (HK and Burst Alerts), Memory 
Dumps, Housekeeping Data Dumps (SSR) – NO Science

– S-band data received post-pass within 6 (TBR) hours of end of pass
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Ground System Architecture

Mission Operations Center (MOC) 
– Provides real-time command & control, telemetry processing, and data 

monitoring and analysis

– Provides 24x7 operations support with 8x5 operations staffing

– Provides mission planning, ToO handling, Level 0 data processing

– Serves as single point of commanding for the ground system

– Generates As-Flown Timeline to document what observatory actually 
accomplished (e.g., reflects autonomous repointing)

Flight Dynamics Facility (FDF)
– Generates predictive orbit products based on onboard GPS data (initial 

phase)

– Also using Differenced One-Way Doppler (DOWD) from TDRSS, which 
would go to FDF for use in orbit product generation for initial validation 
and contingency support
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Ground System Architecture

GLAST Science Support Center (GSSC)
– Provides the MOC with an observing timeline based on accepted Guest 

Investigator proposals, IOC inputs, and science requirements

– Reviews commands and memory loads from the IOC’s for their impact 
on the observing timeline (science-level constraint checking)

– Generates Target of Opportunity orders approved by the Project 
Scientist and forwards to the MOC

– Ingests data from the MOC (level 0) and IOC’s (Level 1/2) for distribution 
to the science community and mission archives at the HEASARC

– Distributes analysis tools to the science community

HEASARC
– Provides long-term permanent archive for GLAST

– Receives data products from GSSC
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Ground System Architecture

LAT Instrument Science Operations Center (ISOC)
– Performs higher level data processing (Level 1 & 2) using Level 0 data 

provided by MOC, and provides data products to the GSSC
– Archives and distributes science data products (for LAT collaborations)
– Supports instrument calibration activities
– Performs instrument activity planning, trending & performance analysis 

and anomaly investigation
– Perform sustaining engineering for the LAT instrument

GBM IOC
– Performs higher level data processing (Level 1 & 2) using Level 0 data 

provided by MOC, and provides data products to the GSSC
– Archives and distributes science data products (for GBM collaborations)
– Supports instrument calibration activities
– Performs instrument activity planning, trending & performance analysis 

and anomaly investigation
– Provides a Burst Alert Processor (BAP) to the MOC that performs 

additional processing of Burst Alerts to improve burst location 
information to the GCN

– Perform sustaining engineering for the GBM instrument
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Ground System Architecture

Gamma-Ray Coordinates Network (GCN)
– Receives Burst Alerts (GCN Notices) from the Burst Alert Processor 

resident in the MOC and the IOC’s

– For real-time Burst Alerts from BAP, forwards immediately to the science 
community for rapid follow-up observations

– Can later receive additional Burst location information from the BAP and 
IOC’s that is forwarded to the science community

Spacecraft I&T Facility
– Provides access to spacecraft and instruments during pre-launch testing 

and operations simulations activities

– Provides flight software maintenance and general sustaining 
engineering support (option in Spectrum contract)

– Hosts a MOC telemetry and command system, and the FOT for 
preliminary testing of interfaces, telemetry and commands during I&T

• MOC telemetry and command system not required for I&T success



Section 5-106GLAST MOC Detailed Design Peer Review  - July 21, 2004

Trade Studies – Backup Slides
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Trade Studies – Platforms
X86 vs SPARC processors

– X86 represents the best value on a price per performance basis
– X86 represents lower cost for redundancy

Red Hat Enterprise Linux vs Sun Solaris x86
– Linux offers KDE and GNOME 2.0 desktops vs the Solaris offering of GNOME 2.0 or 

the bland CDE
– No Truetype fonts in Solaris, so fonts usually render ugly
– Many x86 video cards don’t support X11 (Sun OpenWindows)
– Patches can be easily backed out of Sun Solaris x86, not on Linux.
– Sun is slow to respond to security patches (e.g. sendmail and SSH vulnerabilities)
– Linux is usually a primary port of open source applications, or server applications 

imaginable.  Not so with Sun Solaris x86.
– Linux has faster file system performance (ext2 or ext3 vs stalwart UFS)
– Compilation times slightly better Linux than on Sun Solaris x86
– Better web performance with Linux.  X2 the number of connections
– Much broader array of drivers available for Linux vs Sun Solaris x86
– Cost, Sun Solaris x86 is less expensive but not the superior product.
– Sun Solaris x86 is where Linux was 4 years ago.

Selection: Intel x86 processors with Red Hat Enterprise Linux
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Trade Studies - Architectures

Message-Based (GMSEC) 
– Although a quality architecture it was felt that the GMSEC suite

was not mature enough.

– Would introduce risk into the MOC design.  

– Future development of GMSEC will be monitored for later use in 
the MOC design.

File-Based (Legacy Swift) 
– Well known technology, used in the Swift MOC on which the 

design of GLAST MOC is based.

Selection: File-based architecture
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Trade Studies – Trending Systems

ITPS 
– Slow rate of data retrieval, complexity of configuration, cost and 

uncertainty of long term support made ITPS an unviable product.

TAPS 
– Slow rate of data retrieval, complexity of configuration, cost, not 

GMSEC compliant, and uncertainty of long term support, made 
TAPS an unviable product.

DTAS 
– Higher rate of data retrieval, ease of configuration, lower cost, 

legacy use on Swift, future support of GMSEC as well as 
certainty of future product support made DTAS the trending 
system of choice.

Selection: DTAS
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Trade Studies – Paging Systems
SERS (Mobile Foundations)

– A legacy Swift component 
– No longer going to be supported by Mobile Foundations.

ANSR/CAT (Emergent Space Technologies/ Lockheed Martin) 
– GMSEC compliant 
– Supports email based paging, not 2-way paging or escalation 
– CAT is still in development and ANSR/CAT has no history of operations.

Komodo Version 2 (ADNET) 
– The predecessor to Komodo is SatWatch which has been successfully used on EO-

1. 
– GMSEC compliant 
– Supports email based paging but not 2-way paging or escalation.

FASAT (Mobile Foundations)  
– Next generation SERS which has a history of operations. 
– It is not currently GMSEC compliant 
– Does support 2-way paging, a critical design consideration.
– Affordable cost structure

Selection: FASAT
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Trade Studies – Flight Dynamics

Free Flyer (A.I. Solutions ) 
– Derives attitude from a smaller quantity of reference frames than STK.
– Reference frames are LVLH for sky survey mode and initially fixed for 

pointed observations. 
– Does not easily allow of rocking sky survey mode.
– Does not provide a built in yaw-steering capability 
– Has no capability to create custom reference frames without 

customization.
Satellite Tool Kit (Analytical Graphics ) 

– Derives attitude from a larger quantity of reference frames than Free 
Flyer.

– Has 2 reference frames that closely match sky survey mode and pointed 
observations. 

– Easily allows for rocking sky survey mode. 
– Provides a built in yaw-steering capability 
– Allows custom reference frames to be created to greatly increase the 

flexibility of attitude modeling. 
Selection: Satellite Tool Kit 
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Trade Studies – Anomaly Tracking

TrackStudio 
– User interface not intuitive

– The assigned user can NOT reset the state, e.g., from fixed to not fixed.

– Automatic change history update with date only.

– Does not support complex searching and filtering.

– Web accessible

TRACKGEAR 
– Intuitive user interface

– The assigned user can reset the state, e.g., from fixed to not fixed.

– Automatic change history update with date/time and user.

– Supports complex searching and filtering.

– Web accessible

Selection: TRACKGEAR
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Trade Studies – Event Archiving
GMSEC Event Archiver

– Requires components to be GMSEC compliant
– Requires Smart Socket SWB, which translates into $$$
– Event Archiver can not be started automatically
– Archives are maintained in MySQL DB

Syslog/Syslog-ng
– Components interface via text messages
– Started automatically at boot time.
– Archives are file based
– No cost

Syslog-ng
– Uses TCP versus syslog’s UDP, therefore more reliable.
– More advanced message filtering than syslog

Selection: Syslog-ng
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Trade Studies – Event Analysis
GMSEC GREAT

– Requires components to be GMSEC compliant

– Requires Smart Socket SWB, MySQL DB and GMSEC Archiver

– Provides viewing of real-time and post processing events

HST CCS Event Viewer
– Consists of a server and a GUI client

– Provides viewing and filtering of real-time events by multiple clients

Custom Event Analyzer
– Reuse the HST CCS server.

– Develop custom GUI client using Java Swing

• View and filter real-time events

• View and filter post processing events based on time window.

Selection: Custom Event Analyzer
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Trade Studies – File Transfer Utilities
DTS 

– No Cost, GOTS 
– Uses email and SSH file transfer
– Requires external users to have system accounts.
– File access restricted only by system account’s permissions.
– Email interface adds yet another layer of complexity to install, maintain 

and troubleshoot.

FASTCopy (SoftLink)
– Minimal Cost 
– Does not use SSH and therefore does not have associated security

holes.
– Uses proxy accounts for external users which is more secure.
– Able to restrict access at the directory or file level.
– Easy to install, maintain and troubleshoot.

Selection: FASTCopy
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John Nagy

Section 6
MOC Facility
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MOC Facility
Facility
– GSFC; building 14 - rooms N285, N287, and N291
– Special Operations Test Area (SOTA) bays available during L&EO
– Office/support space in surrounding areas including E240A

Physical security provided by GSFC
– Keycard access required for building 14
– Secondary keycard access required for the MOC areas of building 14

Accommodates all equipment and teams during L&EO and normal 
operations
– Includes two backup GSSC workstations and simulators
– Flight Ops Team members and support engineers (Spectrum and 

Instruments) during L&EO
Status
– N287 and N291 have been emptied and are being readied for MOC 

occupation
– Plans in place to ready the remaining areas well prior to mission need 

dates
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Spectrum Astro support during L&EO
Spectrum Astro Support Personnel/Console Support:

– 1 GNC Eng., 1 Thermal Eng., 1 FSW Eng., 1 EPS Eng., 1 
Propulsion/Mech Eng., 1 Telecom Eng., 1 C&DH Eng., 1 System 
Engineer Eng., 1 Operations Eng., 1 Management Eng., 1 
Optional Eng. 

– Estimated Total: 11 seats
Support Area:

– 4 Desks, phones, Internet Access for Laptops 

– Book Case, filing Cabinet, Work Table for 10 seats with speaker 
phone

– Mission Voice system in the Support Area, 2 Mission voice head 
sets and speakers

Support Infrastructure 

– Each Eng. will have a Lap Top with them, LAN Access to TLM 
Data, Access to Printers via LAN 

– Power at the Consoles, Head Sets for each Support person 
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Instrument Support during L&EO
LAT support personnel/console support during L+60 days 
checkout:
– 1 CAL Eng., TKR Eng., ACD Eng., I&T Eng., 1 OPS Eng., 1 

FSW/DAQ Eng., 1 SYS/Thermal/Mech Eng., 1 
Mgmt/Sci/contingency lead, 1 optional Eng.

– Estimated Total: 9 seats

GBM support personnel/console support during L+60 days 
checkout:
– 1 Ops Eng., 1 Mgmt/Sci/contingency lead, 1 optional Eng.
– Estimated Total: 3 Seats

Support area and infrastructure for instrumentors: similar to 
the Spectrum request
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GLAST MOC Areas

59
3

ft²
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Preliminary MOC and L&EO Area Layout
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Voice Communications
Voice communications
– Government provided voice equipment and lines in MOC

– Provides communication with Space Network, Flight Dynamics, 
KSC, Mission Operations loops

– USN can be connected into the MOC by GSFC Voice Control

– Current system is the Voice Switching System (VSS) and Voice 
Distribution System (VDS) 

– Mission Operations Voice Enhancement (MOVE)
• Replacing the VSS and VDS currently in use

• Same complement of voice loops provided by the existing system

• Nascom responsible for troubleshooting

• System scheduled for delivery to GSFC in Sept 2006
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Doug Spiegel

Section 7
Development Plan
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Outline

Team Organization

Development Approach

Project Management

Security

Configuration Management & Quality Assurance

Requirements Tracking & Verification

Test Approach

Build Plan

Documents

Staffing Profile

Schedule
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MOC Team Organization
GS & Ops Mgr
Ken Lehtonen

GS & Ops Mgr
Ken Lehtonen

MOC Lead
Dennis Small

MOC Lead
Dennis Small

Program Director
George Sauble

Program Director
George Sauble

MOC Manager
Doug Spiegel

MOC Manager
Doug Spiegel

Flight Operations Lead
John Nagy

Flight Operations Lead
John Nagy

Systems Engineering
Dustin Aldridge

Jonathan DeGumbia
Shane Stezelberger

Systems Engineering
Dustin Aldridge

Jonathan DeGumbia
Shane Stezelberger

Software Development
Eric Martin
Marilyn Mix

Christine Smith

Software Development
Eric Martin
Marilyn Mix

Christine Smith

Flight Operations Team (8)Flight Operations Team (8)

Project Administrator
Glenn Nakamura

NASA GSFC

Goldbelt Orca

Omitron
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MOC Development Approach

Base design on Swift MOC model, leverage Swift system reuse and 
staff experience

Define MOC Development Plan

Develop Operations Concept, detailed MOC Requirements (level 4)
– Flow down from GSRD, establish traceability

Define architecture, interface protocols, develop system design
– Perform trade studies as needed to assess best fit of functionality, 

cost, ease of use, ease of maintenance

Develop software
– Integrate COTS/GOTS packages, configure & tailor where necessary

for GLAST needs

– Augment with custom s/w to meet GLAST specific requirements

Build and test using an incremental approach
– Phase build functionality with needs of ground system test program
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Project Management
Maintain detailed MOC development schedule

– Includes tasks for 
• System engineering

• Software development

• Testing

• Ops preparation

Report Development Progress
– Provide routine status reports to GS/Ops Manager & MOC Lead, identify 

issues/concerns and any risk items
– Track monthly cost/schedule against plan, report variances

Participate in routine meetings
– Working groups – GOWG, GSSC-MOC Working Group
– Staff meetings – GS Staff, Goldbelt Orca/Omitron Staff
– Design meetings – PSS, GFEP, TIMS
– Ground system CCB meetings

Manage Risk
– Identify and track risks
– Elevate risks to Ground System Risk Management (as necessary)
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Project Management (cont’d)
Participate in series of internal and external Reviews

– Informal Walkthroughs 
• MOC requirements 

• Component designs

• Code & unit tests

• System test cases

– Peer Reviews 
• MOC Preliminary Design

• MOC Detailed Design

• Flight Operations

– Release Acceptance Reviews (Build 1-4)

– Formal Reviews
• Ground System Requirements Review

• Ground System Design Review

• Mission Operations Review

• Operations Readiness Review
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Security

MOC will comply with NPG 2810.1 Information Technology 
(IT) security guidelines
– Level 4 requirements created to satisfy security needs

– Requirements impact MOC design in areas of:
• Network Architecture

• Facility (physical access)

• COTS product selection

• Interface control

MOC development personnel work directly with GSFC 
security personnel & GLAST Ground System Engineer 

Plan documented in MOC Security Plan

RFA: MOC_09
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Configuration Management

Ground System CCB
– Comprised of reps from each ground system element

– Chaired by GS & Ops Manager

– Offers change control and version tracking for
• Ground system level CCRs

• Key ground system and element level documents

• MOC operations products

– Uses
• Project provided on-line system for CCR management

• Docushare as document repository

• CVS (hosted by Goldbelt Orca/Omitron) as ops product repository

– To be handed over to Operations CCB at L+60

Configuration Control is maintained throughout the 
development and operations phases through a coordination 

of ground system and element level CM systems

Configuration Control is maintained throughout the 
development and operations phases through a coordination 

of ground system and element level CM systems
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Configuration Management (cont’d)
Operations CCB

– Comprised of key member from the ground system elements
– Chaired by Mission Director
– Will use same repositories as the Ground System CCB

MOC Internal CM
– Documented in MOC CM Plan

• All changes to controlled products reviewed
• Any requirements/scope or interface changes elevated to GS CCB for approval 

(criteria detailed in the Ground System Implementation Plan)_

– Offers change control and version tracking for
• MOC internal documentation
• MOC operations products
• MOC software including configuration files and data files

– Uses
• TrackGear for MOCR management
• Docushare as document repository
• CVS as ops product and software repository

– Provides the ability to reproduce the software environment at any past 
moment in time
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DRs written on discrepancies encountered throughout test program

DR Tracking is maintained through a coordination of ground system 
and element level QA systems.

Ground System Level
– DR Review Board chaired by Ground System Engineer

– Uses project provided on-line system for DR management

– Closes out DRs to element level where applicable

MOC Internal
– Uses TrackGear for DR management

– DRs generated internally or handed down from ground system level

– All DRs maintained and tracked to closure

– Online access allows the Project complete insight to DRs

– DR status, resolution plans coordinated with NASA MOC Lead

Quality Assurance
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MOC Requirements Tracking & Verification

Requirements Verification Matrix has been created from the MOC 
level 4 requirements

For each requirement in the table, a separate column will track
– Allocations to software components

– Allocations to software builds

– Validation method - Analysis, Inspection, Test, or Demonstration

– Associated test case

– Associated procedure

Matrix is maintained in parallel to the MOC requirements document

Matrix serves as primary tool for tracking the verification & 
validation status of each requirement as tested at the element level
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MOC Test Approach

MOC Test plan follows a hierarchical approach
– Beginning with low-level, informal, internal testing

– Ending with formal end-to-end tests

Validation of MOC Level 4 requirements done through 
internal MOC testing program
– Complete test approach detailed in MOC Test Plan

Verification of Level 3 (GSRD) requirements done during 
GRTs
– Complete test approach detailed in Ground System Test Plan
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MOC Test Approach (cont’d)
MOC Internal Testing
– Hierarchical build & test approach

• Unit level testing – Informal white box testing of individual or small number 
of integrated modules.

• Integrated build testing – Black box, function-based testing of a group of 
integrated modules.

• Interface testing – Function-based testing of MOC external interfaces

• MOC system testing – Function and performance testing used to validate 
level 4 requirements 

– Testing relies on use of stubs, drivers, simulators (PSS, MTS, 
Hotbench), and test data as necessary

– MOC internal DRs used to identify and track bugs 

– Regression testing performed to verify changes have not 
adversely affected existing functionality/performance

– Internal test results presented during Release Acceptance 
Reviews 
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MOC Test Approach (cont’d)

Ground System Readiness Tests 
– Involves multiple ground system elements 

– Used to verify GSRD requirements

– Coordinated by GLAST Test Coordinator
• MOC development personnel will play key roles in test procedure 

development and execution

– Ground system level DRs used to identify and track issues

End-to-End Tests
– Operations-oriented functional test

– Includes observatory

– Used to verify the interfaces between the ground system and the 
observatory
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MOC Build Plan
Release 1  (Jan., 2005) – GRT#1, 2

– TLM & CMD Processing
– Level 0 TLM Processing
– Integrated Timeline and Command Load Generation
– Level 0 Product Distribution
– Contact Scheduling (S-band)

Release 2  (July, 2005) – GRT#3, 4
– GSSC Interface
– Alert Handling
– Timeline Monitoring
– Flight Dynamics

Release 3  (Jan., 2006) – GRT# 5, 6
– Attitude-dependent Contact Scheduling
– System Automation
– System Monitoring & Paging
– Trending & Analysis

Release 4 (July, 2006) – GRT #7 – Launch Ready/Clean up Release
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MOC Documents
 
Document Preliminary Baseline CCB Doc No. Author Comments 
 Milestone Date Milestone Date     
Operations Concept 
Document 

- - SRR+1 mo. 8/22/03 Project 433-OPS-001 J. Nagy Rev A  
(Original baselined Mar'02)

Development Plan SRR+1 mo. 8/22/03 GSDR 7/31/04 Internal 492-MOC-001 D. Spiegel V1.0 delivered 10/30/03; 
Rev. by GSDR, add section 
for Release Plan 

MOC Functional & 
Performance 
Requirements 

GSDR-6 mos. 11/15/03 GSDR-2 
mos. 

6/30/04 GS 492-MOC-002 J. DeGumbia V1.0 ready to be baselined 

DB Format & Naming 
Convention 

SRR+1 mo. 8/22/03 GSDR 7/1/04 GS 492-MOC-003 J. Nagy V1.0 ready to be baselined 

Procedure & PROC 
Style Guide 

GSDR-5 mos. 12/1/03 GSDR 7/9/04 GS 492-MOC-004 J. DeGumbia V1.0 ready to be baselined 

Design Spec GSDR-6 mos. 11/30/03 GSDR+3 
mos. 

9/30/04 Internal 492-MOC-005 M. Mix Rev prior to DD Peer 
Review completed 7/8/04 

CM Plan GSDR-4 mos. 1/30/04 GSDR 7/31/04 Internal 492-MOC-006 M. Mix Complete, need to clarify 
GS CCB process 

MOC Test Plan GSDR-1 mo. 7/15/04 GSDR+2 
mos. 

10/31/04 Internal 492-MOC-007 J. DeGumbia Draft v0.01 sent out for 
review on 7/13/2004 

Security Plan GSDR-1 mos. 7/15/04 GSDR 8/15/04 GS 492-MOC-008 D. Aldridge In progress 
Ops Data Products ICD GSDR-6 mos. 11/5/03 GSDR+2 

mos. 
10/15/04 GS 492-MOC-009 J. Nagy MOC-GSSC/IOCs; Upd 

prior to DD Peer Review 
MOC-Backup GS ICD GSDR 8/15/04 GSDR+2 

mos. 
10/15/04 GS 492-MOC-010 J. DeGumbia On Hold, Dependency on 

USN contract (NENS) 
Mission Ops Readiness 
Plan 

MOR-6mos. 3/30/05 MOR+1 mo. 11/15/05 GS 492-MOC-011 J. Nagy  

Training & 
Certification Plan 

MOR+2 mos. 9/30/05 ORR-8 mos. 2/28/06 Internal 492-MOC-012 J. Nagy  

Sustaining Engineering 
Plan 

MOR+8mos. 6/15/06 ORR-2 mos. 10/15/06 Internal 492-MOC-013 J. DeGumbia  

Flight Ops Manual MOR+2 mos. 12/15/05 ORR-1 mo. 11/15/06 Internal 492-MOC-014 J. Nagy  
Transition Plan   L+8 mos. 10/31/07 GS 492-MOC-015 D. Aldridge  
Ops Agreements   ORR-2 mos. 10/15/06 GS 492-MOC-xxx  As Needed 
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MOC Staffing Profile
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MOC Schedule
ID Task Name Duration Start Finish
1 Project Milestones 996 days Thu 5/8/03 Wed 2/28/07
9 Ground System Milestones 849 days Tue 7/22/03 Thu 10/19/06
15 MOC Development 858 days Tue 4/1/03 Thu 7/13/06
16 Ops Concept Document 65 days Tue 4/1/03 Mon 6/30/03
17 MOC Development Plan 35 days Mon 7/7/03 Fri 8/22/03
18 MOC Func. & Perf. Requirements 76 days Fri 8/1/03 Fri 11/14/03
19 Preliminary System Design 99 days Tue 7/15/03 Fri 11/28/03
20 Final System Design 150 days Thu 12/4/03 Wed 6/30/04
21 ICDs 195 days Mon 8/4/03 Fri 4/30/04
22 MOC - GSSC/IOCs ICD 68 days Mon 8/4/03 Wed 11/5/03
23 FDF - MOC ICD 83 days Mon 12/1/03 Wed 3/24/04
24 MOC - Backup Grnd Stn ICD 87 days Thu 1/1/04 Fri 4/30/04
25 CM Plan 131 days Mon 12/1/03 Mon 5/31/04
26 Test Plan 45 days Fri 5/14/04 Thu 7/15/04
27 Release 1 164 days Tue 6/1/04 Fri 1/14/05
28 Design / Code / Unit Test 96 days Tue 6/1/04 Tue 10/12/04
29 Integration 21 days Mon 9/27/04 Mon 10/25/04
30 System Test 65 days Wed 10/13/04 Tue 1/11/05
31 R1 Delivery 1 day Fri 1/14/05 Fri 1/14/05
32 Release 2 140 days Mon 1/3/05 Fri 7/15/05
33 Design / Code / Unit Test 82 days Mon 1/3/05 Tue 4/26/05
34 Integration 22 days Mon 4/4/05 Tue 5/3/05
35 System Test 55 days Thu 4/28/05 Wed 7/13/05
36 R2 Delivery 1 day Fri 7/15/05 Fri 7/15/05
37 Release 3 142 days Fri 7/1/05 Mon 1/16/06
38 Design / Code / Unit Test 91 days Fri 7/1/05 Fri 11/4/05
39 Integration 22 days Mon 10/24/05 Tue 11/22/05
40 System Test 50 days Mon 11/7/05 Fri 1/13/06
41 R3 Delivery 1 day Mon 1/16/06 Mon 1/16/06
42 Release 4 130 days Fri 1/13/06 Thu 7/13/06
43 Design / Code /Unit Test 55 days Fri 1/13/06 Thu 3/30/06
44 Integration 22 days Fri 3/31/06 Mon 5/1/06
45 System Test 50 days Mon 5/1/06 Fri 7/7/06
46 R4 Delivery 1 day Thu 7/13/06 Thu 7/13/06
47 Ground Readiness Tests 325 days Tue 2/15/05 Mon 5/15/06
55 End-to-End Tests 258 days Wed 2/8/06 Thu 2/1/07
62 Operations Prep 555 days Mon 8/2/04 Fri 9/15/06
63 Mission Ops Readiness Plan 65 days Mon 8/2/04 Fri 10/29/04
64 MOC & Ground System Testing 478 days Wed 9/1/04 Fri 6/30/06
65 Ops Product Dev & Validation 348 days Fri 4/1/05 Tue 8/1/06
66 Mission Simulations & Rehearsals 185 days Mon 1/2/06 Fri 9/15/06

S/C PDR MPDR MCDR PER PSR FRR
GSRR Peer GSDR MOR ORR

GRTs #1-7

ETEs #1-6

Qtr 3 Qtr 4 Qtr 1 Qtr 2 Qtr 3 Qtr 4 Qtr 1 Qtr 2 Qtr 3 Qtr 4 Qtr 1 Qtr 2 Qtr 3 Qtr 4 Qtr 1 Qtr 2 Qtr 3 Qtr 4 Qtr 1 Qtr 2 Qtr 3 Qtr 4
2003 2004 2005 2006 2007
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John Nagy

Section 8
Flight Operations Plan
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Outline

Operations Products

Project T&C Database Flow and Validation

Observatory Integration and Test Support

FOT Preparation for Launch

FOT Training and Certification



Section 8-143GLAST MOC Detailed Design Peer Review  - July 21, 2004

Operations Products
Procedures
– Observatory Operations Description Manual (OODM) delivered by 

Spectrum Astro
– Flight Operations Manual written by the FOT
– Format documented in the Procedure and PROC Style Guide
– Ground operations procedures developed by the FOT
PROCs
– ITOS System Test Operations Language (STOL) executables

• Converted from procedures in OODM and Flight Operations Manual by the FOT
• STOL PROCs approved by Spectrum Astro
• Validated against appropriate simulator (MTS or hotbench) prior to use with the 

observatory

Pages, configuration monitors
– Developed with input from the spacecraft and instrument engineers
– Many used during and inherited from Integration & Test
Other Products developed in coordination with Spectrum Astro and 
GLAST Project
– L&EO timelines, Pass Plans, Contingency procedures, etc.RFA: MOC_04
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T&C Database Flow
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ITOS 
flat files
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format)
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Instrument 
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DB Inputs GBM I&T 
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format)

GBM Instrument Team

ITOS 
flat files

Project 
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Ops 
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LAT I&T 
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ITOS 
flat 
files
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(Microsoft
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Format Control 
Document (DFCD)
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Project Database Validation
Project Database consists of Observatory database and Ground 
System database

– Observatory T&C Database delivered by Spectrum Astro until handover 
at L+60 days

• Validated telemetry and command databases
• LAT, GBM, and spacecraft
• Delivered to the FOT in ITOS format by Spectrum Astro

– Ground Database developed by the FOT
• Ground Station and GFEP
• Status telemetry and GFEP control directives

– Database format defined in the GLAST Database Format Control 
Document

Merged into a Project database by the FOT
– Changes validated by the FOT after L+ 60 days
– Maintained under CM control as part of the Operations CCB 

Distributed to other ground system elements
Process documented in the GLAST Mission Operations Agreement
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Observatory Integration and Test Support

FOT presence at the Spectrum Facility for both spacecraft 
and observatory integration and test activities

MOC workstations running ITOS in parallel to the Spectrum’s 
AstroRT workstations
– Not part of the critical path of Spectrum Astro I&T success

– Allows early page and PROC development while at Spectrum 
facility

Early FOT participation provides valuable insight into the 
spacecraft, subsystems, and instruments well prior to launch

GSFC MOC and FOT will also participate in Observatory tests, 
thermal vacuum, etc.
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FOT Preparation for Launch
Ops product validation

– Ensures products properly tested prior to use
– Make full use of simulators as appropriate
– Validation process documented in MOC Test and Validation Plan

Simulators
– Portable Spacecraft Simulator (PSS)

• GSFC simulator developed to use as a data source for early ground system testing

– MOC Training Simulator (MTS)
• Medium fidelity Spectrum Astro simulator for use primarily as a training tool
• Delivered to the MOC in two builds, runs a modified version of the flight software

– Hotbench
• High fidelity spacecraft simulator at Spectrum Astro

Ground Readiness Tests (GRT)
– Seven ground-system oriented tests using the simulators or recorded 

test data (February 2005 through May 2006)
– Verifies functionality of ground system elements and interfaces/data 

flows among the elements (the end-to-end system)
– Demonstrates/proves that the ground system satisfies the requirements
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FOT Preparation for Launch
End to End Tests (ETE)
– series of 5 end-to-end tests (approximately 2 days in length 

each) to verify the compatibility  between the MOC and the 
observatory (February 2006 through February 2007)

– Establishes ground system compatibility with the spacecraft and 
instruments

– tests will validate data exchanges including: telemetry, memory 
dumps, Solid State Recorder (SSR) operations, commands, 
command loads, and memory loads

Mission Simulations
– Scheduled between May '06 and December 2006

– Training simulations
• Launch and Early Orbit simulation

• Normal Operations simulation

• Contingency simulations (also mixed with other simulations)
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FOT Preparation for Launch

Final pre-launch simulation

GLAST Mission Exercises and Training:
Classroom training, informal exercises by mission phase, 

procedure verification, DB verification, Contingency operations,
Science Exercises, TOO Ops, FSW Loads & maintenance

Mission & Launch 
Rehearsals

Formal Mission Simulations, Routine 
Operations: Day in the Life, Launch 

and Early Orbit, Checkout, TOO 
operations, Contingency Operations

Mission 
Operations

MOC Interface Testing with the SC, Hotbench Testing, 
Continuing Procedure and Database Testing

FOT / ITOS Supporting SC and Observatory I&T

Procedure Validation and Verification Testing, Data 
Base Testing, ITOS/FOT Interfacing with the 

Observatory during I&T

GLAST B LAN

GLAST A LAN

Network Administration
Console

Archive Server

GLAST Mission
Visualization Console

AstroRT Dev Console /
Webserver

Engineering and
Analysis Console

Mission Planning
Console

Engineering and
Analysis Console

Command / Telemetry
Console

Engineering and
Analysis Console

Command / Telemetry
Console

Laser printer (2)

Laser printer (1)

8-Port AdderView KVM Switch
Allied Telesyn 8-port 10/100 Unmanaged Switch W/int Ps
Cisco Operations LAN Router (CISCO2514-CH)
Cisco ISDN Router (CISCO802)
Digi International Acceleport XP 8 port PCI EIA-232
RSA Security ACE Server (25 User System)
AVTEC PTP Base System (PTPNT-1007)

Comm Equipment and
OPS LAN Cabinet

On-Call Notebook
Computer

On-Call Notebook
Computer

On-Call Notebook
Computer

Gateway 930C Server
(Dual Processor)

Pentium IV (2.4
GHz) Processor
Computer System
(Gateway 700XL)

Pentium IV (2.4
GHz) Processor
Computer System
(Gateway 700XL)
GPS Time PCI
Card (GPS-PCI 2)

Pentium IV (2.4
GHz) Processor
Computer System
(Gateway 700XL)

Pentium IV (2.4 GHz)
Processor Computer
System (Gateway
700XL)
GPS Time PCI Card
(GPS-PCI 2)
TrueTime Network
Time Server (NTS-XL)

Pentium IV (2.4
GHz) Processor
Computer System
(Gateway 700XL)

Pentium IV (2.4
GHz) Processor
Computer System
(Gateway 700XL)

Pentium IV (2.4
GHz) Processor
Computer System
(Gateway 700XL)

Pentium IV (2.4
GHz) Processor
Computer System
(Gateway 700XL)

Pentium IV (2.4
GHz) Processor
Computer System
(Gateway 700XL)

Desktop Note Book
PC  Penitum V-M
(Gateway 600X)

HP B&W
LaserJet Printer

Hp Color
Laserjet
4550hdn

MOC / FOT

• Mission Testing Builds From the Simplest
Level up Through the More Complex
And Detailed Operations
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FOT Training
Training covers 3 areas for FOT 

– Classroom 
– I&T and S/C Simulation Console 
– Simulations 

All training material derived directly from engineering and 
operational documentation 
Subsystem training includes S/C and instrument design, operations, 
configuration, and data flows
Procedure walkthroughs

– walkthroughs of bus, instrument and ground ops procedures
– Additional walkthroughs prior to each simulation

I&T Support
– Work with Spectrum Astro engineers and instrument teams
– Participation in thermal vacuum other observatory level tests

Simulations
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FOT Certification Plan
Documented in Training and Certification Plan 
Two levels of FOT certification
– Level 1 - Command Controller 
– Level 2 - Spacecraft Analyst

Certification criteria
– Skills Checklist/Demonstration of Proficiency
– Certification Test
– All pre-launch personnel demonstrate skills during pre-launch 

testing, I&T, and Simulations
– All FOT Certified prior to launch

New FOT Members
– Complete a mentored training program (GLAST specific) to 

reach Command Controller level
– Required to pass certification test
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Doug Spiegel
Omitron

Section 9
Road to MOR
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Road to MOR…
Dev lab setup at Omitron
– Procure and install remaining h/w, COTS licenses

MOC setup at GSFC B14
– Specify and procure h/w, COTS licenses
– Coordinate furniture, voice system with GSFC MD
– Setup MOC in time to accept Release 1 (Jan ’05)

Software development & testing
– Implement, test and deliver MOC Releases 1-3
– Conduct Release Acceptance Review for each release

Ops product development & verification
– Begin development of PROCs, procedures, pages, configmons, etc.
– Begin verification on MTS and Hotbench

Support Ground System Testing
– Prepare for and conduct GRTs, ETEs
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Road to MOR… (cont.)

Participate in Observatory I&T
– Install MOC system at Spectrum Astro I&T Facility

– FOT participate in observatory tests

Complete documentation
– Ops Readiness Plan, Training Plan, User Guide, Flight 

Operations Manual
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Issues/Concerns
Backup MOC
– Currently no Project Requirements, CCR to GSRD planned; trade study initiated

Finalizing interface definitions – external dependencies
– Resolve file transfer mechanism with GSSC, IOCs (MOC selected FastCopy)

Simulators
– Availability of Hotbench (high fidelity sim) for Proc validation

USN – backup ground station contract
– NENS task initiation in progress, but holding up interface definition, ICD (no major 

impacts)

Resolution of Orbit Propagation Accuracy requirement – FDF assessing
– Update GSRD to reflect true accuracy requirement

Restricted IONet – definition of rules
– Connection details need to be defined, impacting MOC network design

CCB Process definition
– Documents ready for submission, clarify process

New Goddard Voice System (MOVE) transition timeliness
– Planned for Sept’06, late in MOC development
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Dennis Small
GLAST Mission Operations Center Implementation Lead

Section 10
Wrap Up
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Summary

MOC Ops Concept, Requirements, Design were presented at 
CDR maturity

MOC development, test & CM approach has been defined

Identified open items, issues and external dependencies

Feedback from this review will be incorporated into the MOC 
development plans/design and presented at the Ground System 
Design Review in August ’04.

THE GLAST MOC IS READY TO PROCEED WITH IMPLEMENTATION !
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Board Caucus / RFA Review

Review Panel Discussion/Feedback

RFA Review

Action Items
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Acronym List

Reed SolomonRSFlight Dynamics FacilityFDF

Request for ActionRFAFast Access Situational Awareness ToolkitFASAT
Radio FrequencyRFEnd-to-EndETE
Real-timeR/TElectrical Power SystemEPS

Quality AssuranceQAData Trending and Analysis SystemDTAS
Portable Spacecraft SimulatorPSSData Services Management Center DSMC
ITOS STOL procedurePROCDiscrepancy ReportDR
Project DatabasePDBDifferenced One Way DopplerDOWD
Orbital Information GroupOIGDatabaseDB
NASA Procedure and GuidelineNPGDemand Access ServiceDAS

North American Aerospace Defense 
CommandNORADCurrent Value TableCVT

Network Control CenterNCCConcurrent Version SystemCVS

National Aeronautics and Space AgencyNASACommercial Off-the-ShelfCOTS
MOC Training SimulatorMTSCommandCMD
Mission Planning SystemMPSConfiguration ManagementCM
Mission Operations Voice EnhancementMOVECritical Design ReviewCDR
Mission Operations Change RequestMOCRConsultative Committee for Space Data SystemsCCSDS

Mission Operations CenterMOCConfiguration Control BoardCCB
Microwave Anisotropy ProbeMAPCalorimeterCAL
Multiple Access ForwardMAFCommand and Data HandlingC&DH
LAT Instrument Science Operations CenterLISOCBurst Alert ProcessorBAP
Launch and Early OrbitLEOAbsolute Time SequenceATS
Large Area TelescopeLATArctic Slope Regional Corporation ASRC
Local Area NetworkLANAutonomous RepointAR
Level ZeroL0Automation Monitoring and ControlAMAC
Kennedy Space CenterKSCAnti-Coincidence DetectorACD
Integrated Trending and Plotting System ITPSAlert Notification System RouterANSR
DescriptionAcronymDescriptionAcronym
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Acronym List

White Sands ComplexWSCIntegrated Test Operations SystemITOS
WSC TCP/IP Data Interface Service CapabilityWDISCInternational Technology Management Inc.ITMI
Voice Switching SystemVSSInformation TechnologyIT
Virtual Mission Operations CenterVMOCInstrument Operations CenterIOC
Voice Distribution SystemVDSImager for Magnetopause-to-Aurora Global ExplorationIMAGE
Virtual Channel IdentifierVCIDInterface Control DocumentICD
Virtual ChannelVCIntegration and TestI&T

Universal Space NetworkUSNHubble Space TelescopeHST

University of Alabama-HuntsvilleUAHHousekeepingHK
Target of OpportunityToOHigh Energy Astrophysics Science Archive Research CenterHEASARC
TelemetryTLMGLAST Science Support CenterGSSC
Two Line ElementTLEGround System Requirements DocumentGSRD
TrackerTKRGoddard Space Flight CenterGSFC
Tracking and Data Relay Satellite SystemTDRSSGround SystemGS
To Be RevisedTBRGround Readiness TestGRT
Trending, Analysis and Plotting SystemTAPSGlobal Positioning SystemGPS
Space Network Web Services InterfaceSWSIGLAST Operations Working GroupGOWG
System Test Operations Language STOLGoddard Off-the-ShelfGOTS
Satellite Tool KitSTKGuidance, Navigation, and ControlGNC
Solid State RecorderSSRGSFC Mission Services Evolution CenterGMSEC
Science Operations TeamSOTGamma Ray Large Area Space TelescopeGLAST

Space NetworkSNGBM Instrument Operations CenterGIOC
Small Explorer ProgramSMEXGLAST Front End ProcessorGFEP

Stanford Linear AcceleratorSLACGamma Ray Coordinates NetworkGCN
Spacecraft Emergency Response SystemSERSGLAST Burst ModuleGBM
SpacecraftS/CFlight SoftwareFSW
Relative Time SequenceRTSFlight Operations TeamFOT
DescriptionAcronymDescriptionAcronym


